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Reachability Analysis:

Consider an uncertain system described by:

Xk+1 = Axg + Buy + f(Xk, Wk) J

where:
@ xx € D C R" is the state vector and xg € [xg].
@ ux € U C R™ is the input vector.

@ The nonlinear term f(.,.) stands for the poorly-known part of
this system, which is assumed to be bounded:

Vxx € D and Vwy, € W C RP, f(xy, wy) € [f, f]



Reachability Analysis: Motivation

Numerical Proof

@ Interval-based state estimation.
Fault Detection and Diagnosis.
Safety verification.

Robust control.
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Reachability Analysis: Definitions

The reachable set of the an uncertain dynamical system, denoted by
R ([to, t«], to, Xo)

is the set of all the possible state trajectories generated from an initial set Xy C D
and solutions to the set of difference equations

Xpi1 = Axg + F(xk, wi) + Buy

Definition 2:

An outer approximation of this reachable set, denoted by y([to, t], to, yo), is a set
that satisfies the following inclusion:

Vk, R([to, t], to, Xo) € Y([to, t], to, Vo)
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Interval-Based Algorithm
Reachability Analysis: New Algorithm

Proposition:
The following interval predictor provides a tight outer
approximation of the reachable set of the introduced uncertain

system.
[xc] = AK[xo] + br—1 + [fk—1]
[fi] = AX[fo] + [fx1]
b, = Aby,_; + Buy

where by = Bug and [fo] = [f, f].

k
Y([to, ta], to, [xo]) = U[Xk] 2 R([to, t], to, Xo)
0




Interval-Based Algorithm

Main Idea: Avoid the wrapping effect

Consider the interval system:

[xk+1] = A[xk] + Buy + [fo]. An iterative formula.

The wrapping effect:
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Interval-Based Algorithm

Main Idea: Avoid the wrapping effect

@ Based on the analytical expression of the response of linear discrete-time
systems a new numerical scheme is proposed.

@ In this new scheme one computes directly the upcoming state enclosures,
[x«] k > O from the initial state enclosure [xo], no wrapping effecct.
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Interval-Based Algorithm

Proof of the Proposition

Proof by induction:

In the base case we have to prove that the equations of the proposed
interval predictor is true for k = 1. To achieve that:

@ From the first iteration of the system, for all xo € [xo] and
f(xo,wo) € [f, f] one gets:

X1 = AXO + BUO + f(X07lN0)
€ Alxo] + Bup + [f, f] = Alxo] + b + [fo]

@ From the equations of the proposed interval predictor one gets:

[Xl] = A[XO] + bO + [fo]
[fi] = Al[fo] + [fo]
by = Aby+ Bu;

where: by = Bug and [fo] = [f, f].



Interval-Based Algorithm

Proof of the Proposition

Now, we assume that the statement holds for some natural number k, and prove that this statement holds for k + 1.
Consider again the state equation of the system, for all x;, € [x,] and f(x,, wy) € [fp] one obtains:

= Axy + Buy + f(xx, wg)
€ AMI[xo] + Buy + Abe_1 + Alfe_1] + [fo]
€ AMI[xo] + by + Alfe—1] + [fo]

Xk+1

Thus, to complete this proof, we have to show that:

[fi] = Alfic—1] + [fo] ®
From (1), and using the definition of [f;_ 1] given in On the other hand, from the second equation of the
the second equation of the interval predictor one proposed interval predictor, which describes [fx], one
obtains: has:
fil = A(ZLi_1Alfo]) + [fo] il = AMfol + [f—1]
= (ZheATRD) + ol = Aflfol + SRy A'lR]
= S0, Allk] = S0, Alk]

Then one can claim that:
k
[fi] = A[fo] + [fk—1] = Alfk—1] + [fol
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Convergence Analysis

Case where the matrix A is Schur stable

Proposition:

If the matrix A of the uncertain system is Schur stable, then the width of
the state enclosures,

W ([xi]) = %(ik —x,), k>0

computed by the proposed interval predictor converges towards a
constant vector when k tends to + oo




Convergence Analysis

Proof of the Propositipn

@ By definition one has:

W([xk]) = ‘Ak|W([XO])+W([fk71])
W(lfd) = [AwW([fo]) + W ([fc-1])

@ As A is assumed Schur stable:

lim AfF=0

k—+o00
Then one can claim that:

Iimk_,+oo W([Xk])

iMoo [AKIW ([x0]) + limiss 400 W ([fi—1])
= limiopoo W([fe-1])

= im0 W([Fi])

a fixed point
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lllustrative example

Example borrowed from (F. Mazenc et al., 2014)

Consider the following uncertain system borrowed from the

literature.
1 -1 0 0 0
Xp+1 = 5 0 -1 1 | xx + 1| f
1 -1 -1 0
where:

@ The box of the initial condition:
xp € [0, 1.5] x [-2, 6] x [1, 4]
@ The poorly-known part of the system:

fx € [*1, 1], Vk >0




lllustrative example

Simulation Results

@ The actual initial state of the system xg = (1,1,2)".
@ The considred nonlinear term fi = sin (xp(k) + 3k).
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@ Black curves show the actual state variables of the system.
@ Blue curves plot the reachable set computed by the interval-based predictor.




lllustrative example

Comparison with the similarity transformation approach
(Mazenc et al., 2014)

@ In the same simulation conditions xg and fj. J
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@ Red curves show the reachable set computed by the time-varying similarity transformation approach.
@ Blue curves plot the reachable set computed by the interval-based predictor.




lllustrative example

Comparison with the similarity transformation approach
(Mazenc et al., 2014)

CPU time (Intel Core i7-2620M CPU @ 2.70GHz x 4):

tinterval Predictor ~ 0.015s < tSimiIarity Transformation = 0.035s

Table: Arithmetic operations at each iteration

Interval-based Predictor Similarity Transformation approach
Matrix Vector Multiplication 8 14
Vector Vector Addition and subtraction 8 8

@ In the case of the similarity transformation approach, the time-varying
transformation matrix is updated at each iteration. J
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Conclusion

Concluding remarks

Conclusion

The proposed Interval-based Predictor has the following properties:

o Efficient against the wrapping effect.
@ Simple to implement.

@ Proof of the convergence of the width of the computed state
enclosure. )




Conclusion

Thank you ! J
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